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Segmentation component overview

Based on acoustic pre-segmentation

Speaker segmentation
LIA
based on HMM
Re-segmentation at the end
CLIPS
BIC detector
based on hierarchical clustering
ELISA
Piped
Acoustic pre-seg. - CLIPS speaker Seg -> LIA re-segmentation

Merged
Merging of 4 speaker segmentation systems - LIA re-segmentation
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Acoustic pre-segmentation

Obijectives

To provide an acoustic pre-segmentation to speaker
segmentation phase based on :
Speech / Non speech detection
Wide band / Narrow band detection (~ studio/telephone)
Gender detection

Approach
GMM model based
Viterbi decoding
Hierarchical segmentation
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Acoustic pre-segmentation

Feature vector
12 MFCC + E + A + AE + AA + AAE = 39 coef.
No CMS, Windows = 25ms, delay=10ms
Acoustic modeling = GMM diagonal
Non speech : NS = 1 component
Wide speech
S : Gender indep. speech model = 1024 comp. (BN condition : FO & F1)
SM : Gender indep. speech over music model = 1024 comp. (F3)
GS-Ma & GS-Fe : Gender dep. speech models = 2x128 comp. (FO & F1)
GSM-Ma & GSM-Fe : Gender dep. speech over music models = 2x128 comp. (F3)
GDS-Ma & GDS-Fe : Gender dep. degraded speech models = 2x128 comp. (F4)
MixS : merging of GS-Ma + GS-Fe + GDS-Ma + GDS-Fa = 512 comp.
Narrow speech
T : Gender indep. speech model = 1024 comp. (Telephone from F2)
GT-Ma & GT-Fe : Gender dep. speech models = 2x128 comp. (7elephone from F2)
Learned on a subset of BN 96 corpus

Acoustic condition bi-gram probability learned on BN 96 corpus
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Acoustic pre-segmentation : hierarchical
approach

Speech / Non Speech segmentation
MixS model vs. NS

Speech segmentation
Smodel vs. T vs. SM

« &

‘ Gender Detection ‘ ‘ Gender Detection ‘
Female wide = GS-Fe 0 GDS-Fe 0 GSM-Fe Female narrow = GT-Fe
Maewide= GS-Mal GDS-Mal GSM-Ma Male narrow = GT-Ma
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Speaker segmentation

v

Acoustic pre-segmentation

Male Wide Female Wid Male Female Nar.
] % > + > + > % >
Speaker seg Speaker seg. Speaker seg. Speaker seg.
‘P v T ¥ T v T v
T * > + > + > * >
Merging
v
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Speaker segmentation LIA vs CLIPS

! LIA system \ ! CLIPS system
Parameterization Parameterization
20LFCC+E, no CMS, no 16MFCC +E, no CMS, no
bandlimiting bandlimiting
“Segmentation a priori” Segmentation BIC + Acoustic
Every 0.3 s Segmentation

Using 1.75 sec windows

Clustering Hierarchical Clustering
descendant ascendant
based on HMM uses GLR as distance
one state = one speaker uses a background model
uses background model MAP speaker adaptation

LIA-MAP speaker adaptation

ELISA-CLIPS-LIA NIST RT 2003




Speaker segmentation: LIA

Initialization:
FETeiRee - Markov Model with one state (L1)
Segmentation is composed of one
i segment labeled L1.
new speaker model: New Speaker L2
selecting, new Markov Model built from the 3s block with maximum
likelihood computed on L1
Adapting speaker models: Iterative adaptation of the MM
MAP adaptation, Adaptation and Viterbi decoding
likelihood, Viterbi If two consecutive segmentations are
equal, we stop
0 !
Arethe last 2 seg. equal ? ‘ Speaker model validation
iYes The last speaker segment duration is
less than 4s
—‘ Assessing the stop criterions ‘ The previous speaker is removed if

the new one is longer
We stop the segmentation if:
Theend no more 3s blocks labeled L1
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Speaker segmentation: LIA

Background model (UBM)
Subset BN 96 : FO F1 F2 condition (wide and narrow)
No gender dep.
No band dep.
LIA baseline (primary)
Speaker adaptation : LIA MAP (same as 1-speaker task)

Mean only
Dependent of model weights
LIA MAP2
Speaker adaptation : linear MAP
Mean only

ELISA-CLIPS-LIA NIST RT 2003




Speaker Segmentation: CLIPS

One unique system

Speaker change detection
BIC distance
et i n M 1.75 sec adjacent windows
Parame terization ] mono-gaussian models with
 RRRRARNRRRRNRRARRRRAAY diagonal covariance matrix
Speaker changodetection Acoustic Segmentation

[ TT T [T T T TTT 1 Clustering

Clusteri

— ' diagonal 32 GMM
background model learned
N m ] on the entire file

: MAP adaptation (means)
Estimate the number of
speaker

uses BIC maximization
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Estimate N : CLIPS

The segmentation is done independently for each class
given by the acoustic pre-segmentation

Estimate the number of speakers using the BIC
criterion

Limit the number of speakers (N) between 1 and 25
Select N that maximizes the BIC criterion

BIC (M)=log L(X;M)—A%Naolog N x

Algorithm developed with the help of I. Magrin-
Chagnolleau at the DDL Laboratory in Lyon
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Speaker re-segmentation

LIA re-segmentation
Based on the HMM speaker detection phase
Speaker adaptation = MAP-MIT, r=16

Process: step 1, Markov M odel
CLIPSor merged A Markov Model is built

L34 segmentation according to the segmentation
L2 3 states (L1, L2, L3)
L3 - 3 speakers

i
Process: step 2, Models Adaptation

L3 L3 L3
L1 A Il e B
L1 L1 L1

\ % >

>
t

t t
Adaptation Adaptation

+ Viterbi + Viterbi Segmentations are equal,

L3 adaptation is stopped
'[i _|_|J_|_|_|_ The last segmentation is kept
t

ELISA-CLIPS-LIA NIST RT 2003

ELISA collaboration

Hybrid systems
piped system
CLIPS segmentation re-segmented by the LIA system
Merged system
Merging of 4 segmentations before LIA re-segmentation
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ELISA collaboration: pipe

Uses the results of one system to initialize the other
CLIPS segmentation piped in LIA re-segmentation system

;E’ —>[ LIA Resegmentation\—» ;E’
t t

CLIPS segmentation
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ELISA collaboration: merge

Merging of 4 results resulting from LIA and CLIPS segmentations

Use both segmentations
LIA baseline (primary)
LIA MAP2
CLIPS (primary)
CLIPS piped LIA

Merging: labels by frame are merged

Ex:
To: Sys1="S1", Sys2="T4", Sys3="S1", Sys4="F1" > “S1T4S1F1”
T,: Sys1="82", Sys2="T4", Sys3="51", Sys4="F1" > “S2T4S1F1"

T_'_I_,_I_,_ New segmentation
! " e meg— T
t
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Results

CLIPS (Primary) 19.25% The collaboration systems

(ELISA) improved

LIA MAP-LIA (Primary) | 16.90% performance of starting

LIA MAP-linear 24.71%

systems
ELISA Merge (Primary) 14.24% The merged system glves
ELISA Pipe 12.88%

the possibility to use

multiple segmentation
systems

There is still a lot to gain of the acoustic pre-

segmentation and the estimation of the number of
speakers
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Segmentation system:
indexing process (stage 1)

Stage 1: adding speaker L1

Processinitialization
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Segmentation system:
indexing process (stage 2)

Stage 2: adding speaker L2

Process: steps1& 2 According to the subset
Thebest subset isused Q p selected, thisindexing

Q A tolearn L2 model, a new is obtained
HMM is built L1 Lo
L1 i L1

S E—
t
Process : step 3, Models Adaptation
No gain observed,
L2 L2 L2 :
L1 L1 (1 the adapta'tl on of the
[ % % » L2 model is stopped

Adaptation Adaptation Adaptation
+ Viterbi + Viterbi + Viterbi

Process : step 4, Stop criterion

A gain is observed,

anew speaker 4
L2 will be added L2
t A

Best 2 speakersindexing Best one speaker indexing
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Segmentation system:
indexing process (stage 3)

Stage 3: adding speaker L3

Process: eps1& 2 rhebest subset isused
tolearn L3 modd, anew

HMM isbuilt

L1

L2 |_2

Process: step 3, ModelsAdaptatlon

T Rt

Adaptailon Adaptailon
+ Viterbi + Viterbi

Process: step 4, Stop criterion

t
Best 3 speakersindexing
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A gain isnot observed,
L4 we return the best
2 speakersindexing L2

According to the subset

L2
selected, thisindexing
is obtained
L3
L2

L3 L1

No gain observed,
the adaptation of the
L3 model is stopped

t
Best 2 speakersindexing

Acoustic Parameters

BIC Courbe
Max Positions
[T ]
SAD File +
5 i ]
Initial Segments ‘
5 [T H

CLIPS : Speaker change detection

BIC distance computed using
two adjacent dliding windows

p(wl/ M, )Cp(w2/ M)

dBlc(V\ﬁ-Wz)z p(\/\[LWZ/M )
12

Windows are modeled using
mono-gaussian models with
diagonal covariance matrix

Look for maximums of BIC
distance

Use pre-segmentation
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CLIPS : Clustering

Background Model
SN (SR o[\
Initial Segments ' Adaptation
[ T T TT W T ]

DTV [oe

Clustering Result ‘
I

[ 5 | M1 ]
10 L1 L L2 L2 L3

Train adiagonal GMM 32
background model on the entire
file

Three pass EM

Adapt the background model
on every segment

BIC distance is computed and
the two closest segments are
merged

Estimate N
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